Avis
de 'TAUTORITE DE CONTROLE JUDICIAIRE

créée par la loi du 1° aoiit 2018 relative a la protection des personnes physiques a I'égard du
traitement des données a caractére personnel en matiére pénale ainsi qu’en matiere de
sécurité nationale

sur le projet de loi n°8476 portant mise en ceuvre de certaines dispositions du réeglement (UE)
2024/1689 du Parlement européen et du Conseil du 13 juin 2024 établissant des regles
harmonisées concernant l'intelligence artificielle et modifiant les réglements (CE) n°300/2008,
(UE) n°167/2013, (UE) 168/2013, (UE) 2018/858, (UE) 2018/1139 et (UE) 2019/2144 et les
directives 2014/90/UE, (UE) 2016/797 et (UE) 2020/1828 (réglement sur I'intelligence
artificielle) et portant modification de :

1° la loi du 1°" ao(t 2018 portant organisation de la Commission nationale pour la protection
des données et du régime général sur la protection des données ;

2° la loi modifiée du 23 décembre 1998 portant création d’une commission de surveillance du
secteur financier ;

3° la loi modifiée du 7 décembre 2015 sur le secteur des assurances.

Introduction

Lautorité de contréle judiciaire (ci-aprés désignée « I'ACJ »), instituée par l'article 40 de la loi du
1°" aolt 2018 relative a la protection des personnes physiques a I'égard du traitement des
données a caractere personnel en matiére pénale ainsi qu’en matiére de sécurité nationale
transposant la Directive (UE) 2016/680 du 27 avril 2016 relative a la protection des personnes
physiques a I'égard du traitement des données a caractére personnel par les autorités
compétentes a des fins de prévention des infractions pénales, d’enquétes et de poursuites en la
matiere ou d’exécution de sanctions pénales, et a la libre circulation de ces données, et abrogeant
la décision-cadre 2008/977/JAl du Conseil (ci-aprés désignée «la directive 2016/680 »),
« conseille la Chambre des députés, le Gouvernement et d’autres institutions et organismes au
sujet des mesures législatives et administratives relatives a la protection des droits et des libertés
des personnes physiques a I'égard du traitement » conformément a l'article 42, paragraphe 1,
lettre c), de ladite loi dans les limites de ses compétences prévues a l'article 40, paragraphe 2, a
savoir en ce qui concerne les « opérations de traitement de données a caractere personnel
effectuées par les juridictions de l'ordre judiciaire, y compris le ministére public, et de l'ordre
administratif dans I'exercice de leurs fonctions juridictionnelles », que ce soit pour des finalités
visées a l'article 1°" de la loi du 1°" ao(t 2018 précédemment citée ou pour celles visées par le
reglement européen 2016/679 du 27 avril 2016 relatif a la protection des personnes physiques a
I’égard du traitement des données a caractére personnel et a la libre circulation de ces données
et abrogeant la directive 95/46/CE (ci-aprés désigné « le RGPD »).




L’ACJ a été saisie le 17 décembre 2024 par Madame la Ministre de la Justice d’'une demande d’avis
concernant le projet de loi n°8476 portant mise en ceuvre de certaines dispositions du reglement
(UE) 2024/1689 du Parlement européen et du Conseil du 13 juin 2024 établissant des regles
harmonisées concernant l'intelligence artificielle.

Pour rappel, le réglement européen sur lintelligence artificielle! (ci-aprés désigné «le
réglement IA »), est entré en vigueur le 1°" ao(it 2024. Le réglement sera applicable a partir du 2
aolt 2026. Il a pour objectif « d’améliorer le fonctionnement du marché intérieur et de
promouvoir l'adoption d’une intelligence artificielle (IA) axée sur I’humain et digne de confiance,
tout en garantissant un niveau élevé de protection de la santé, de la sécurité et des droits
fondamentaux consacrés dans la Charte, notamment la démocratie, I'état de droit et la protection
de l'environnement, contre les effets néfastes des systemes d’IA dans I’Union, et en soutenant
I’innovation »%. Le réglement s’applique a I'ensemble des systemes et modéles d’intelligence
artificielle commercialisés et mis sur le marché dans I'Union européenne®. Il définit un systéme
d’intelligence artificielle comme un « systéme automatisé qui est congu pour fonctionner a
différents niveaux d’autonomie et peut faire preuve d’une capacité d’adaptation aprés son
déploiement, et qui, pour des objectifs explicités ou implicites, déduit, a partir des entrées qu’il
recoit, la maniére de générer des sorties telles que des prédictions, du contenu, des
recommandations ou des décisions qui peuvent influencer les environnements physiques ou
virtuels »*. Les systémes d’intelligence artificielle sont classés en différentes catégories, en
fonction des risques. Par risque il est entendu la combinaison de la probabilité d’un préjudice et
de la sévérité de celui-ci®.

' Réglement (UE) 2024/1689 du Parlement européen et du Conseil du 13 juin 2024 établissant des regles
harmonisées concernant l'intelligence artificielle et modifiant les réglements (CE) n°300/2008, (UE)
n°167/2013, (UE) n°168/2013, (UE) 2018/858, (UE) 2018/1139 et (UE) 2019/2144 et les directives
2014/90/UE, (UE) 2016/797 et (UE) 2020/1828, (réglement sur l'intelligence artificielle).

2 Ibidem, article 1°", paragraphe 1.

3 Ibidem, article 2.

4 Ibidem, article 3 paragraphe 1.

5 Ibidem, article 3 paragraphe 2.



Lutilisation de I'lA n’est pas étrangére aux juridictions de I’'Union européenne comme en
témoignent bon nombre de rapportsé, d’articles’ et cycle de conférences®. A I'échelle nationale,
I'administration judiciaire est la premiére administration luxembourgeoise a utiliser un systéme
d’intelligence artificielle a travers JUANO, l'outil d’aide a la pseudonymisation des décisions de
justice développé en interne et qui a vu le jour grace a une coopération entre le service
documentation du Parquet général et la Cour de cassation francaise. Cet outil est d’'une grande
aide aux greffiers et au service documentation du Parquet général dans la mesure ou il accéléere
le processus de pseudonymisation des décisions et favorise 'accés a un nombre plus large de
décisions rendues®. La Cour de justice de I'Union européenne utilise des systemes d’intelligence
artificielle et a publié sa propre stratégie quant a son utilisation°.

A la lecture de I'exposé des motifs du présent projet de loi, il est fait mention de I'impact sociétal
de l'intelligence artificielle (ci-aprés désignée « I'lA ») et les transformations que son utilisation
engendre dans un nombre important de domaines tels que la médecine, I'éducation et le marché
de I'emploi dans son ensemble, que ce soit dans le secteur privé ou le secteur public. Limpact de
I'utilisation de I'intelligence artificielle par le troisiéme pouvoir sera également considérable!! et
mérite d’étre soulevé ici. L'IA est la promesse d’une justice plus efficace et plus rapide. Mais I'lA
présente également un défi de taille pour les juridictions judiciaires et administratives dans la
mesure ou il va falloir qu’elles définissent la direction quant a son utilisation et au contréle humain
de ce changement technologique pour qu’il représente un réel progrés'?. Un contréle humain
quant a l'utilisation de l'intelligence artificielle est nécessaire afin de permettre une utilisation

6 Réflexions de I'AIAB sur I'utilisation de I'intelligence artificielle dans les systémes judiciaires. Commission
européenne pour l'efficacité de la justice (CEPEJ), Groupe de travail de la CEPEJ sur la cyberjustice et
I'intelligence artificielle (CEPEJ-GT-CYBERJUST), Bureau consultatif sur l'intelligence artificielle (AIAB),
Strasbourg, 31 janvier 2025, p. 12, Artificial Intelligence and Law enforcement — Impact on Fundamental
Rights, Study requested by the LIBE committee, July 2020.

’ Dory REILING, « Quelle place pour I'intelligence artificielle dans le processus de décision d’un juge ? », in
Dalloz, « Les Cahiers de la Justice » —2019/2, p.221 a 228.

Adrien VAN DEN BRANDEN, « Les robots a 'assaut de la justice. Lintelligence artificielle au service des
justiciables », Bruylant, 2019, p. 62 et suivantes.

& Conférence de la Cour de cassation frangaise, « Les liens entre I'lA et la fonction de juger » disponible 3
I'adresse : https://www.youtube.com/watch?v=tIIPNzbTYZM&Iist=PLfLelRrxICKE6yX8Ch-
3TYYokLOwjEXqn&index=7, page consultée pour la derniére fois le 20.02.2025.

% Cet outil fut présenté lors d’une conférence ouverte au public le 26 juin 2024 intitulée « Les méthodes
de pseudonymisation et de diffusion des décisions de justice de 'administration judiciaire ».
https://justice.public.lu/fr/actualites/2024/07/pseudonymidsation-decisions-justice-conference.htmi,

« La pseudonymisation des décisions de justice — un défi auquel la justice fait face » du 5 juillet 2024, page
consultée pour la derniére fois le 2.10.2024.

% Court of justice of the European Union, Artificial Intelligence strategy, Directorate-General for
information, p.25.

11 Adrien VAN DEN BRANDEN, op. cit.

12 Une telle démarche a également été menée par la Cour de cassation frangaise, Rapport de la Cour de
cassation, Préparer la Cour de cassation de main, Cour de cassation et intelligence artificielle, avril 2025.
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éthique et respectueuse des droits fondamentaux, en particulier du droit a la protection des
données a caractére personnel®3,

LACJ comprend que l'objet du projet de loi est de compléter I'application du réglement IA par des
dispositions nationales portant sur la désignation des autorités nationales en charge de
I'application et de la surveillance du marché, a savoir les autorités notifiantes et les autorités de
surveillance du marché, ainsi que des dispositions relatives a la fixation de sanctions
administratives.

Le présent avis portera sur la désignation de ’AC) comme autorité de surveillance du marché (l)
ainsi que sur I'indépendance de I'ACJ (I1).

L La désignation de I’ACJ comme autorité de surveillance du marché

A la lecture de l'article 7 du projet de loi, 'ACJ comprend qu’elle est désignée « autorité de
surveillance du marché au titre du réglement (UE) 2024/1689 lorsqu’un systeme d’intelligence
artificielle est utilisé par les juridictions de I'ordre judiciaire, y compris le ministére public, et de
l'ordre administratif dans I'exercice de leurs fonctions juridictionnelles »**. Sept autres autorités
nationales sont désignées comme telles dans leurs domaines de compétences respectifs.

L’ACJ constate que son rdle dans la surveillance du marché est limité a un seul type de systeme
d’intelligence artificielle a haut risque a savoir : « ceux destinés a étre utilisés par les autorités
judiciaires ou en leur nom, pour les aider & rechercher et a interpréter les faits ou la loi, et a
appliquer la loi & un ensemble concret de faits, ou a étre utilisés de maniére similaire lors du
réglement d’un litige »*.

A titre liminaire, il y a lieu de relever qu’il est important de délimiter les compétences de la
Commission nationale pour la protection des données et celles de I'ACJ dans leurs rodles
d’autorités de surveillance du marché (A) puis de tenter de comprendre quelles sont les nouvelles
missions (B) et les pouvoirs (C) de I'ACJ en tant qu’autorité de surveillance.

A. Délimitation des compétences respectives de la Commission nationale pour la protection des
données et de I'Autorité de controle judiciaire

13 Réflexions de I'AIAB sur I'utilisation de I'intelligence artificielle dans les systémes judiciaires. Commission
européenne pour l'efficacité de la justice (CEPEJ), Groupe de travail de la CEPEJ sur la cyberjustice et
I'intelligence artificielle (CEPEJ-GT-CYBERJUST), Bureau consultatif sur l'intelligence artificielle (AIAB),
Strasbourg, 31 janvier 2025, p. 12.

14 projet de loi n°8476 portant mise en ceuvre de certaines dispositions du réglement (UE) 2024/1689 du
Parlement européen et du Conseil du 13 juin 2024 établissant des regles harmonisées concernant
I'intelligence artificielle, article 2 paragraphe 2.

15 Reéglement IA, Annexe llI, systémes d’IA a haut risque visés a I'article 6, paragraphe 2, paragraphe 8.



Le réglement IA distingue I'utilisation de I'lA par les autorités répressives'®, dont le ministére
public fait partie, de l'utilisation de I'lA par les Cours et tribunaux. Cette distinction est
particulierement présente a I'annexe lll du réglement dédiée aux systémes d’IA a haut risque®’,
en particulier par la confrontation des points 6 et 88. 'ACJ comprend deés lors qu’il serait possible
d’avoir deux autorités de surveillance du marché pour les systemes d’intelligence artificielle
utilisés par le ministére public, la premiére visant ses fonctions répressives, et la seconde visant
ses fonctions juridictionnelles. En outre, le réglement IA ne parle pas de fonction juridictionnelle
mais de I'exercice des « fonctions judiciaires » des autorités judiciaires'®. Ce qui reléeve de la
fonction judiciaire n’est pas défini. La fonction juridictionnelle na d’ailleurs elle-méme jamais fait
I'objet d’une définition dans le réglement européen sur la protection des données, dans la
directive police justice ou encore dans la loi de transposition de la directive en droit national.

Le projet de loi en se référant aux seules fonctions juridictionnelles, ne tient pas compte de la
distinction entre le répressif, le judiciaire ou le juridictionnel, désignant ainsi la CNPD comme
« aqutorité de surveillance du marché horizontale par défaut » et 'AC) comme « autorité du
marché lorsqu’un systeme d’IA est utilisé par les juridictions de I'ordre judiciaire, y compris le
ministére public, et de l'ordre administratif dans l'exercice de leurs fonctions juridictionnelles »%°.
Il serait néanmoins opportun de délimiter strictement les compétences entre la CNPD et I'ACJ en
tant qu’autorités de surveillance du marché afin d’éviter un cumul des actions de ces deux
autorités. La désignation de la seule ACJ comme telle serait gage de cohérence dans la mesure ou
les systemes d’IA utilisés par le ministére public seront les mémes que ceux utilisés par les
juridictions du siége. Avoir deux autorités de contréle pour un seul et méme systéme apparait
superfétatoire. Ainsi, il est proposé la formulation suivante : « I'ACJ est désignée autorité de
surveillance du marché pour I'ensemble des systémes d’IA utilisés par les juridictions de I'ordre
judiciaire, y compris le ministére public, et de I'ordre administratif au titre du réglement IA ».

Apreés avoir rappelé I'importance de délimiter distinctement le réle de la CNDP et de I'ACJ,ilya a
présent lieu de mener le délicat exercice de comprendre ce qui est attendu de I'ACJ en tant
qu’autorité de surveillance du marché.

B. Un essai de compréhension des nouvelles missions de I’ACJ

16 Reglement IA : les autorités répressives sont définies a I'article 3, paragraphe 45.

Ypidem, Annexe Ill, point 6 énumeére comme systémes d’lA a haut risque visés a I'article 6, paragraphe 2,
ceux dans le domaine de la « Répression, dans la mesure ou leur utilisation est autorisée par le droit de
I’'Union ou le droit national applicable ».

18 Ibidem, Annexe lll, point 8, énumére comme systémes d’IA a haut risque visés a I'article 6, paragraphe
2, ceux dans le domaine de I'« Administration de la justice et processus démocratiques ».

19 Réglement IA, article 74 paragraphe 8.

20 Cette désignation est en ligne avec l'article 74, paragraphe 8, du réglement (UE) 2014/1689, ainsi
qu’avec l'article 40, paragraphe 2, de la loi du 1°" ao(it 2018 relative a la protection des personnes
physiques a I'égard du traitement des données a caractére personnel en matiére pénale.



Lexposé des motifs indique ce qui est attendu des autorités de surveillance du marché. En effet,
il rappelle la définition donnée par le réglement IA, a savoir : « l'autorité nationale assurant la
mission et prenant les mesures prévues par le réglement (UE) 2019/2020%* »*2. 'exposé des
motifs renvoie a ce dernier réglement qui définit la surveillance du marché comme « les activités
effectuées et les mesures prises par les autorités de surveillance du marché pour garantir que les
produits sont conformes aux prescriptions énoncées dans la législation d’harmonisation de
I’'Union applicable, et assurent la protection de I'intérét public couvert par ladite législation »23,

A la lecture du réglement 2019/2020, ces activités et mesures comprennent :

a) la surveillance efficace du marché des produits mis a disposition en ligne et hors ligne sur le
territoire de I'Etat membre concerné en ce qui concerne les produits soumis a la législation
d’harmonisation de I’Union ;

b) ladoption par les opérateurs économiques de mesures correctives appropriées et
proportionnées en ce qui concerne le respect de la législation d’harmonisation de I'Union et du
présent reglement ;

c) 'adoption de mesures appropriées et proportionnées si 'opérateur ne prend pas de mesures
correctives?®.

Le projet de loi sous avis rajoute que « a surveillance dans le cadre du réglement (UE) 2024/1689
sur l'intelligence artificielle se fait de maniére ad hoc. Les autorités déterminées dans le cadre de
la présente loi ne devront donc pas procéder & une analyse systématique de tous les systémes d’IA
avant leur mise sur le marché »>.

Si la suggestion de formulation précédemment proposée est reprise, et compte tenu des missions
des autorités de surveillance de marché telles que listées par réglement (UE) 2019/2020, I'ACJ
comprend qu’elle aura pour rdle de surveiller les systemes d’intelligence artificielle qui seront
utilisés par les juridictions de l'ordre judiciaire y compris le ministéere public et de l'ordre
administratif mis a disposition sur le territoire de I'Union européenne afin de contréler s’ils sont
conformes ou non au droit de I’'Union européenne, en particulier le réglement?®.

21 || sagit du réglement (UE) 2019/1020 du Parlement européen et du Conseil du 20 juin 2020 sur la
surveillance du marché et la conformité des produits, et modifiant la directive 2004/42/CE et les
réglements (CE) n°765/2008 et (UE) n°305/2011 (Texte présentant de I'intérét pour I'EEE), article 11
paragraphe 1°.

22 Ibidem, p.4.

2 Ibidem.

24 Reglement (UE) 2019/1020, article 11, paragraphe 1°".

25 projet de loi n°8476 portant mise en ceuvre de certaines dispositions du reglement (UE) 2024/1689 du
Parlement européen et du Conseil du 13 juin 2024 établissant des régles harmonisées concernant
I'intelligence artificielle, p.4.

26 |bidem, article 3 paragraphe 3.



A la lecture du réglement IA et du réglement sur la surveillance du marché (ce dernier visant les
opérateurs économiques?’), il semblerait que le contrdle de I'ACJ portera sur les opérateurs, a
savoir les fournisseurs, fabricants de produits, déployeurs, mandataires, importateurs ou
distributeurs?®. A titre d’exemples, les fournisseurs et déployeurs de systemes d’intelligence
artificielle peuvent étre le service informatique de la justice (ci-aprés désigné « le SlJ »), qui est
un service du Parquet général, le service informatique des juridictions administratives ou encore
le Centre des Technologies de I'Etat (ci-aprés désigné « le CTIE »). Il se pourrait en effet que le
service informatique veuille fournir a I'Administration judiciaire un systéme d’intelligence
artificielle tel que c’est déja le cas avec JUANO, l'outil d’aide a la pseudonymisation qui est un
systeme d’intelligence a risque minimal®. Il se pourrait également qu’a la demande des
magistrats et des greffiers, le Sl s’adresse au CTIE pour le développement d'un systeme
d’intelligence artificielle d’interprétation pour les audiences ou la traduction de documents. Le
contrdle de ’ACJ portera ainsi sur le SlJ, fournisseur de la solution et sur le CTIE en tant que sous-
traitant du SlJ. Cependant, le contréle ne se limitera pas aux opérateurs du secteur public, mais
portera également sur les opérateurs du secteur privé qui sont susceptibles d’agir dans le
domaine visé.

Se posent dés lors les questions suivantes : la composition actuelle de 'ACJ permet-elle a 'AC
d’assumer de telles missions ? Si les membres de I'ACJ disposent d’une profonde connaissance de
la Justice, tel n’est pas le cas en ce qui concerne I'intelligence artificielle ou encore l'informatique.
’AC) devra se doter d’effectifs supplémentaires ou trouver d’autres solutions afin de pouvoir
mener a bien les activités listées ci-dessus.

En outre, si 'on considére le fait que les chefs de corps des juridictions de l'ordre administratif et
de l'ordre judiciaire autoriseront le déploiement de systémes au sein de leurs juridictions,
comment pourraient-ils &étre partie prenante de la supervision de ces systemes, notamment dans
I’hypothése ou les systémes seraient développés en interne par leurs services informatiques ? Il
risque d’y avoir de nombreux conflits d’intéréts. Il est en revanche nécessaire de permettre aux
juridictions de pouvoir utiliser des solutions d’intelligence artificielle fournies et déployées par
leurs services.

C. Les nouveaux pouvoirs de I’ACJ

’ACJ sera chargée d’effectuer des contrdles appropriés d’'une ampleur suffisante sur les
caractéristiques des produits. Un contrdle des documents et un controle sur place pourront étre
menés. Lorsqu’elle décidera d’effectuer un controle, elle devra se fonder sur une approche basée
sur les risques®® en tenant compte des facteurs suivants :

27 Réglement (UE) 2019/1020, article 11, paragraphe 3, lettre b).
28 Réglement IA, article 3, paragraphe 8.

2 |bidem, considérant 61.

30 Réglement (UE) 2019/1020, article 11, paragraphe 3.



a)

b)

d)

e)

Les dangers et cas de non-conformité potentiels du systeme d’intelligence artificielle et sa
présence sur le marché européen,

Les activités et les opérations qui sont sous le controle des opérateurs du systeme
d’intelligence artificielle,

Les antécédents des opérateurs, en matiére de non-conformité,

Les profils de risques établis par les autres autorités de surveillance du marché
luxembourgeoises,

Les réclamations de consommateurs et autres informations provenant d’autres autorités,
des opérateurs économiques, des médias et d’autres sources susceptibles d’indiquer une
non-conformité.

L’ACJ tiendra également compte des rapports d’essai ou des certificats attestant de la conformité

des systemes d’intelligence artificielle délivrés par 'organisme d’évaluation de la conformit

é31,

’ACJ sera tenue de mettre en place des procédures pour les systémes d’intelligence artificielle
soumis au réglement a savoir 32:

Des procédures concernant les suites a donner aux plaintes ou aux rapports sur des
aspects liés aux risques ou a la non-conformité ;

Des procédures destinées a vérifier que les fournisseurs ont bien pris les mesures
correctrices requises.

LACJ disposera également de différents pouvoirs d’enquéte et d’exécution, a savoir :

exiger que les opérateurs mettent a disposition des documents, les spécifications
techniques et l'ensemble des informations relatives aux systemes d’intelligence
artificielle33,

procéder a des contrdles inopinés34,

engager de sa propre initiative des enquétes pour déceler des éléments de non-
conformité et d’y mettre fin3>,

exiger d’un fournisseur qu’il prenne les mesures appropriées pour mettre fin a un cas de
non-conformité ou pour éliminer un risque présenté par le systeme d’intelligence
artificielle3®,

prendre les mesures requises des lors que le fournisseur ne prend pas de mesures
correctrices qui s’'imposent telles que l'interdiction ou la restriction de la mise a
disposition du systéme d’intelligence artificielle®’,

31 Ibidem, article 11, paragraphe 5.

32 |bidem, article 11, paragraphe 7.

33 Ibidem, article 14, paragraphe 4, lettre a).
34 Ibidem, article 14, paragraphe 4, lettre d).
3 Ibidem, article 14, paragraphe 4, lettre f).
%6 Ibidem, article 14, paragraphe 4, lettre g).
37 Ibidem, article 14, paragraphe 4, lettre h).



- sanctionner3s,

Dans le cadre de la mise en ceuvre de son pouvoir d’enquéte, ’ACJ peut élaborer un réglement
définissant sa procédure d’enquéte et le rendre public®.

Si I’ACJ considére qu’un systéeme d’intelligence artificielle est susceptible de compromettre la
santé ou la sécurité des utilisateurs ° ou n’est pas conforme au réglement,*! et ce, dans le cadre
de l'utilisation du systéme d’intelligence artificielle par les juridictions de l'ordre judiciaire, y
compris le ministére public et administratif, ’ACJ pourra prendre des mesures correctrices que
I'on retrouve dans le réglement relatif a la surveillance du marché. En effet, elle a la faculté de :

- mettre le produit en conformité avec le droit de I'Union européenne ou s’assurer que le
produit ne présente plus de risque*?;

- empécher que le systéme d’intelligence artificielle soit mis a disposition sur le marché®,

- retirer le systétme et mettre en garde le public quant au risque qu’il présente®,

- rendre inutilisable le systéme d’intelligence artificielle*,

- apposer au systéme d’intelligence artificielle des avertissements adéquats, rédigés de
facon claire et facilement compréhensible concernant les risques qu’il peut présenter?®,

- fixer les conditions préalables de mise a disposition du systéeme d’intelligence artificielle
sur le marché®’,

- mettre en garde les utilisateurs finaux exposés aux risques présentés par le systeme
d’intelligence artificielle*®,

Toute mesure prise par 'ACJ doit &tre motivée*® et communiquée au fournisseur des systemes
d’intelligence artificielle qui doit pouvoir étre entendu°. Celui-ci est également informé des voies
de recours dont il dispose®®.

38 Ibidem, article 14, paragraphe 4, lettre i).

3 Projet de loi n°8476 portant mise en ceuvre de certaines dispositions du réglement (UE) 2024/1689 du
Parlement européen et du Conseil du 13 juin 2024 établissant des regles harmonisées concernant
I'intelligence artificielle, article 9 paragraphe 3.

0 Réglement (UE) 2019/1020, article 16, paragraphe 1, lettre a).

1 |bidem, article 16, paragraphe 1, lettre b).

%2 Ibidem, article 16 paragraphe 3 lettre a).

3 Ibidem, article 16 paragraphe 3 lettre b).

4 Ibidem, article 16 paragraphe 3 lettre c).

4 Ibidem, article 16 paragraphe 3 lettre d).

% |bidem, article 16 paragraphe 3 lettre e).

47 Ibidem, article 16 paragraphe 3 lettre f).

48 |bidem, article 16 paragraphe 3 lettre g).

%9 Ibidem, article 18 paragraphe 1.

%0 Ibidem, article 18 paragraphe 3.

> Ibidem, article 18 paragraphe 2.



En outre, le projet de loi sous avis confére a 'ACJ le pouvoir de sanctionner les opérateurs. Les
sanctions sont classées par ordre de gravité. Il peut s’agir, d’'un avertissement, d’'un blame ou
d’une amende administrative®2.

Conclusion

Lensemble de ces développements mettent en exergue le manque d’expertise et de ressources
de I'ACJ, qui sont cependant essentielles afin qu’elle puisse mener a bien I'ensemble des missions
et des pouvoirs en tant qu’autorité de surveillance du marché que le projet de loi sous avis entend
lui attribuer®3. Dans un monde en constante évolution et submergé par des applications
d’intelligence artificielle, la prise en charge de ces missions est essentielle afin de maintenir la
confiance que les justiciables doivent apporter a la Justice. La mise en ceuvre du projet de loi ne
pourra donc pas se faire sans investissement financier et en ressources approprié.

L. Quant a I'indépendance de I’ACJ

Lindépendance de I'ACJ a d’ores et déja fait 'objet de nombreux débats notamment lors des
travaux préparatoires de la loi du 1°" ao(t 2018 précédemment citée®*, en particulier quant a sa
composition. Limportance de I'indépendance des autorités de surveillance du marché est mise
en exergue a l'article 11 du projet de loi°°.

Il est prévu que I'ACJ collabore dans le cadre de I'accomplissement de ses missions avec les autres
autorités de surveillance du marché, en particulier la CNPD désignée comme point de contact
unique, avec la Commission européenne et son bureau de l'intelligence artificielle®®. Une telle
collaboration devrait conférer un soutien a I’ACJ dans I'exercice de ses missions et pouvoirs.

>2 Projet de loi n°8476 portant mise en ceuvre de certaines dispositions du réglement (UE) 2024/1689 du
Parlement européen et du Conseil du 13 juin 2024 établissant des régles harmonisées concernant
I'intelligence artificielle et modifiant les réglements (CE) n°300/2008, (UE) n°167/2013, (UE) 168/2013,
(UE) 2018/858, (UE) 2018/1139 et (UE) 2019/2144 et les directives 2014/90/UE, (UE) 2016/797 et (UE)
2020/1828 (reglement sur I'intelligence artificielle), article 16, paragraphe 1.

>3 Les ressources sont un prérequis prévu article 10, paragraphe 5, du réglement (UE) 2019/1020 .

>* Projet de loi n°7168, relatif a la protection des personnes physiques a I'égard du traitement des
données a caractére personnel en matiére pénale ainsi qu’en matiére de sécurité nationale, voir les avis
des autorités judiciaires et des autorités administratives.

>> Dans le méme sens, le considérant 159 du réglement IA énonce que « Les autorités de surveillance du
marché devraient étre en mesure d’exercer leurs pouvoirs en toute indépendance. »

%6 Définit comme « la fonction de la Commission consistant a contribuer a la mise en ceuvre, au suivi et a
la surveillance des systéemes d’IA et de modéles d’IA a usage général et de la gouvernance de I'lA, établie
par la décision de la Commission du 24 janvier 2024 ; les références faites au bureau de I'lA dans le présent
reglement s’entendent comme faites a la Commission », réglement Al, article 3, point 47, et article 64.
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En revanche, il pourrait y avoir un probléme d’indépendance eu égard au constat qu’une décision
prise par 'ACJ peut étre remise en cause par une autre autorité de surveillance et/ou par la
Commission européenne. En effet, lorsque I’AC) prend au titre de l'article 79, paragraphe 5, du
réglement IA des mesures pour interdire ou restreindre la mise a disposition d’un systeme d’IA
sur son marché national ou sa mise en service ou pour retirer le produit de son marché, il est
possible qu’une autre autorité de contrdle et/ou la Commission européenne soulevent des
objections contre des mesures prises par I’ACJ>’. Ainsi, 'ACJ s’interroge quant a la mise en ceuvre
de ces objections.

Luxembourg, le 23 janvier 2026

Pour I'Autorité de Contréle Judiciaire,

IR

Le président,

i

)
[y.5

Thierry HOSCHEIT

5’Ibidem, Article 81, paragraphe 1.
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